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INTRODUCTION 

The rapid evolution of multimodal large language model 

(MLLM) and natural language processing has ushered in a 

new era of artificial intelligence (AI) with the potential to 

revolutionize various fields, including medicine.1 Among 

these MLLMs, ChatGPT, a generative pre-trained 

transformer developed by OpenAI, has garnered 

significant attention for its ability to generate 

comprehensive and human-like responses to a wide array 

of queries.2 Gemini Advanced is Google's next-generation 

foundational large language model (LLM) designed to be 

multimodal, highly efficient at tool and API integrations, 

and built to enable future innovations, like memory and 

planning.3  

These powerful AI tools utilize their neural networks to 

interact with users, providing remarkably accurate and 

contextually relevant answers. MLLMs find applications 

across diverse domains, ranging from social sciences and 

language translation to the complex field of medical 

sciences.1,3 Within the medical field, MLLMs have 

demonstrated potential in various areas, including 

diagnostics, treatment recommendations, clinical 

decision-making, and even scholarly writing. Although 

still in development, the potential of MLLMs to enhance 

medical practices and improve patient care is undeniable. 

The influence of advanced AI language models reaches 

various medical specialties, notably oncology. While prior 

research has investigated their performance in other 
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ABSTRACT 

Background: The rapid advancement of artificial intelligence (AI), particularly multimodal large language models 

(MLLMs), holds promise for revolutionizing oncology practices. This study evaluates the performance of two MLLMs, 

GPT-4o and Gemini advanced, in answering oncology examination questions from the American Society of Clinical 

Oncology Self-Evaluation Program (ASCO-SEP) question bank. 
Methods: A total of 832 multiple-choice questions covering various oncological tasks were extracted from the ASCO-

SEP question bank. Both models were independently presented with these questions, and their responses were compared 

to the official answer key. Statistical analyses were performed to assess accuracy differences between the models.  
Results: Gemini advanced outperformed GPT-4o, achieving 74.84% accuracy compared to 60% for GPT-4o (p=0.025). 

Gemini advanced consistently excelled across all task categories, particularly in making diagnoses, ordering and 

interpreting test results, and recommending treatment. Both models struggled with questions related to pathophysiology 

and basic science knowledge. 
Conclusions: While both MLLMs demonstrate significant understanding of oncological knowledge, Gemini Advanced 

shows superior performance, highlighting the influence of model architecture and training data. These findings 

underscore the potential of AI in augmenting clinical practice and medical education but emphasize the need for further 

improvements, particularly in handling complex clinical scenarios and integrating foundational science knowledge. 
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medical fields, their capabilities within oncology remained 

largely uncharted. Recent studies have examined 

ChatGPT's performance in medical licensing examinations 

across different countries, with encouraging outcomes. 

These studies underscore the model's capacity to 

accurately answer medical multiple-choice questions and 

excel in diverse question types, including basic science 

evaluation, diagnosis, and decision-making.  

ChatGPT's sophisticated natural language processing 

capabilities empower it to generate precise responses and 

demonstrate exceptional performance in intricate decision-

making scenarios. 

Beyond its clinical applications, this research also delves 

into advanced AI language models' potential to enhance 

medical education for both patients and healthcare 

providers.4 By providing readily accessible and 

comprehensible information, ChatGPT and Gemini could 

empower patients to make more informed decisions about 

their care and facilitate effective communication between 

patients and their oncologists. Additionally, they both 

could serve as a valuable educational resource for 

oncologists, offering just-in-time information and support 

for clinical decision-making. 

Studies have investigated the ability of ChatGPT to 

correctly answer questions about medical education, 

dental medicine, family medicine, paediatric cardiology, 

gastroenterology, ophthalmology, respiratory medicine, 

and nephrology.5-12 Furthermore, a recent studies revealed 

that AI is capable of passing national licensing 

examinations worldwide.13-15 

However, despite the growing body of evidence 

supporting the capabilities of LLMs in medicine, their 

specific application and efficacy within the field of 

oncology remain relatively unexplored. While prior 

research has investigated their performance in other 

medical fields, their capabilities within oncology, a 

complex and rapidly evolving discipline, have remained 

largely uncharted. This knowledge gap underscores the 

need for dedicated research to evaluate the performance of 

advanced AI language models specifically in the context 

of oncology.  

This study aims to bridge this gap by specifically 

evaluating the performance of GPT-4o and Gemini 

Advanced on a comprehensive oncology examination, the 

American Society of Clinical Oncology Self-Evaluation 

Program (ASCO-SEP) question bank. By doing so, we 

seek to assess the current state of AI's ability to understand 

and apply complex oncological knowledge, identify areas 

where these models excel or falter, and shed light on their 

potential implications for clinical practice and medical 

education. 

The ASCO-SEP question bank is an online, self-

assessment tool designed to help oncology professionals 

prepare for their board certification exams.16 Developed by 

the ASCO, it provides access to hundreds of practice 

questions and detailed explanations that cover the full 

spectrum of oncology topics The ASCO-SEP question 

bank currently boasts over 1300 questions, meticulously 

designed to mirror the style and complexity you'll 

encounter in the actual board certification exams. The 

question bank consists of single-best-answer multiple-

choice questions addressing the many facets of cancer 

care, including diagnosis, treatment, and supportive care.  

This study aims to evaluate the accuracy of advanced AI 

language models (specifically GPT-4 and Gemini) in 

answering oncology examination questions from the 

ASCO-SEP, using it as a benchmark. Furthermore, the 

study seeks to compare the performance of GPT-4o and 

Gemini Advanced on the ASCO-SEP examination, 

identifying the strengths and weaknesses of each model. 

The ultimate goal is to ascertain whether the knowledge 

base of these AI language models aligns with the 

established standards expected of practicing oncologists.  

METHODS 

Study design and data sources  

This comparative cross-sectional study was conducted 

between 20 September 2024, and 30 September 2024, at 

St. Vincent’s University Hospital, Dublin, Ireland. No 

human participants were involved. The data were collected 

from two large language models (LLMs): GPT-4o and 

Gemini Advanced, developed by OpenAI and Google, 

respectively.  

GPT-4o is recognized for its strengths in text generation, 

reasoning, and creative writing, while Gemini Advanced is 

designed for handling multiple types of media or complex 

problem-solving across domains like math and coding. 

Data collection and preparation  

The ASCO question bank, accessed via the ASCO-SEP 

2024 digital edition, served as the benchmark for 

evaluating the performance of GPT-4o and Gemini 

Advanced in medical oncology knowledge.  

A total of 832 single-best-answer multiple-choice 

questions (MCQs) were extracted from the ASCO-SEP 

question bank, encompassing the full spectrum of cancer 

care. The question bank covers seven primary categories 

in oncology: tumor types, tumor modalities, supportive 

care, basic science, clinical trials, prevention and 

screening, and epidemiology and statistics. 

The questions assess the following tasks performed by 

physicians: making a diagnosis, ordering and interpreting 

test results, recommending treatment or other patient care, 

assessing risk, determining prognosis, and applying 

principles from epidemiologic studies, and understanding 

the underlying pathophysiology of disease and basic 

science knowledge. 



Ahmed YA et al. Int J Res Med Sci. 2025 Jul;13(7):2761-2767 

                                     International Journal of Research in Medical Sciences | July 2025 | Vol 13 | Issue 7    Page 2763 

Crucially, the information tested, including landmark 

publications referenced, was established before September 

2023 (the ChatGPT knowledge cut-off date). The ASCO-

SEP 2024 digital edition was used to ensure questions 

predate this cut-off, aligning the chatbot's training data 

with the questions' publication timeframe. 

Model interaction and response evaluation 

Both GPT-4o and Gemini Advanced were presented with 

the 832 MCQs in their original format. Questions with 

visual data were excluded. Each model generated 

responses independently, without human intervention. 

Although no justification was explicitly requested, both 

models occasionally provided explanations. 

For each model, a new chatbot session was initiated. Each 

question was input individually, and the model's response 

was recorded. A single session per model was used, 

acknowledging potential influence from previous 

interactions within the session. 

Responses were compared to the official ASCO-SEP 

answer key, and correct answers were those matching the 

key. Accuracy was calculated as the percentage of correct 

answers out of the total. 

Data analysis 

Accuracy scores were calculated for both models. 

Descriptive statistics summarized model performance. The 

Chi-square test assessed differences in accuracy between 

GPT-4o and Gemini Advanced. The paired Wilcoxon 

signed-rank test evaluated differences in performance 

across task categories. 

Data analysis was performed using statistical package for 

the social sciences (SPSS) Statistics for Windows, version 

21.0 (IBM Corp., Armonk, NY, USA). P values <0.05 

were considered statistically significant.  

RESULTS 

This study primarily aimed to evaluate and compare the 

performance of GPT-4 and Gemini Advanced in 

answering oncology-related examination questions, using 

the ASCO-SEP as a benchmark. The accuracy of each 

model was assessed, and their performance was further 

analyzed across different cancer types/disciplines and 

tasks commonly performed by oncologist. 

Overall performance  

The performance of GPT-4o and Gemini Advanced was 

evaluated using 832 multiple-choice questions from the 

ASCO-SEP 2024 Digital Edition, spanning 15 cancer 

types or disciplines. Overall, Gemini Advanced 

outperformed GPT-4o, achieving 74.84% accuracy (623 

correct answers) compared to GPT-4o's 60% accuracy 

(500 correct answers). This difference was statistically 

significant (p=0.025). 

Performance by cancer type/discipline  

Both models exhibited variable accuracy across different 

cancer types and disciplines. Gemini Advanced's accuracy 

ranged from 61.4% for 'Understanding underlying 

pathophysiology of disease and basic science knowledge' 

to 81.5% for 'making a diagnosis'. GPT-4o's accuracy 

ranged from 33.0% for questions related to basic science 

and pathophysiology to 66.9% for 'making a diagnosis'. 

'geriatric oncology' and 'diagnosis' saw the fewest correct 

responses for both models, suggesting these areas may be 

particularly challenging. 

Performance by task 

Further analysis compared model performance on tasks 

commonly performed by oncologists. No statistically 

significant difference was found in overall performance 

across tasks (p=0.0625). However, the most pronounced 

difference was observed in understanding underlying 

pathophysiology and basic science, where Gemini 

Advanced achieved 61.4% accuracy compared to GPT-

4o's 33.0% (p=0.000). Both models encountered the most 

difficulty with questions in this category. 

Other notable findings 

GPT-4o performed no better than random guessing on 

questions about landmark studies (p=0.25). Both models 

showed relatively lower accuracy in assessing risk, 

determining prognosis, and applying principles from 

epidemiologic studies. Gemini Advanced consistently 

outperformed GPT-4o across all task categories, 

particularly in making diagnoses, ordering and interpreting 

test results, and recommending treatment or patient care.  

Table 1: Comparison of GPT-4o and Gemini Advanced in terms of correct answers number by cancer 

type/discipline. 

Cancer type or discipline 
GPT-4o Gemini advanced 

P value 
N % N % 

Palliative/supportive care/survivorship (84) 47 56.0 60 71.4 0.054 

Pharmacology and anticancer therapeutics (50) 36 72.0 38 76.0 0.819 

Clinical research methodology and ethics (25) 14 56.0 19 76.0 0.232 

Genetics/tumor biology (17) 10 58.8 13 76.5 0.463 

Continued. 
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Cancer type or discipline 
GPT-4o Gemini advanced 

P value 
N % N % 

Hematologic neoplasms (84) 49 58.3 64 76.2 0.021 

Breast cancer (101) 57 56.4 77 76.2 0.004 

Gastrointestinal cancer (109) 71 65.1 83 76.1 0.101 

Thoracic cancer (92) 52 56.5 70 76.1 0.008 

Genitourinary cancer (101) 61 60.4 77 76.2 0.023 

Gynecologic cancer (34) 22 64.7 26 76.5 0.424 

Head, neck, thyroid, and central nervous system (34) 19 55.9 26 76.5 0.124 

Skin cancer, sarcomas, and unknown primary site (50) 28 56.0 37 74.0 0.093 

Geriatric oncology (17) 12 70.6 10 58.8 0.719 

Diagnosis (17) 9 52.9 12 0.6 0.480 

Patient management (17) 13 76.5 11 64.7 0.706 

Total (832) 500 60 623 74.84   

Table 2: The performance of GPT-4o and Gemini Advanced in oncology examination questions. 

Task performed 
GPT-4o correct 

responses (%) 

Gemini advanced 

correct responses (%) 
P value 

Making a diagnosis 66.9 81.5 0.018 

Ordering and interpreting results of tests 56.5 77.1 0.002 

Recommending treatment or other patient care 55.4 69.6 0.038 

Assessing risk, determining prognosis, and applying 

principles from epidemiologic studies 
48.9 65.7 0.016 

Understanding underlying pathophysiology of disease and 

basic science knowledge applicable to patient care 
53.0 61.4 0.000 

Overall accuracy 60 74.84 0.0625 

DISCUSSION 

The evolving landscape of AI in oncology has sparked 

significant interest in its potential to support medical 

professionals. Large language models (LLMs) like 

ChatGPT and Gemini Advanced have shown varying 

degrees of success in medical fields, particularly oncology. 

Studies on LLMs in clinical medicine consistently report 

improved performance from ChatGPT-3.5 to ChatGPT-

4o, evident in its higher accuracy rates in nephrology, 

oncology, and neurology examinations.12,17,18 This 

progression highlights the rapid advancements in AI and 

its growing capacity to handle complex medical queries 

In our study, we evaluated the performance of GPT-4 and 

Gemini Advanced on oncology exam questions and 

decision-making scenarios. Previous research has shown 

that ChatGPT-3.5 and 4.0 perform well on structured 

multiple-choice questions, as demonstrated in both the 

European Society for Medical Oncology (ESMO) 

examination and the ASCO-SEP.17,19,20 These findings 

align with our results, where both AI models answered a 

significant proportion of questions correctly, with GPT-4 

achieving approximately 72% accuracy.17 

Our study, along with others, collectively explores the 

capabilities and limitations of LLMs in medical 

oncology.17-22 There's a clear consensus that LLMs, 

especially advanced versions like GPT-4 and Gemini 

Advanced, demonstrate a remarkable ability to encode and 

apply oncology knowledge, achieving high accuracy on 

various oncology examinations. This aligns with our 

findings, where Gemini Advanced outperformed GPT-4, 

and both exceeded the average human candidate scores on 

the ASCO-SEP examination.21,22 

A consistent finding across studies is the relative weakness 

of LLMs in handling patient management questions, 

particularly in complex clinical scenarios requiring 

nuanced decision-making and integration of multiple 

factors. This underscores the continued importance of 

human clinical judgment and the need for further 

development in this area. Our observation that both GPT-

4 and Gemini Advanced demonstrated the most difficulty 

with questions related to pathophysiology and basic 

science knowledge aligns with Longwell et al, who noted 

that incorrect answers were often linked to information 

retrieval errors, especially with recent publications.17 

Consistent with our findings, ChatGPT struggles 

particularly with clinical decision-making aspects that 

require contextual understanding and integration of recent 

clinical guidelines and studies.22 For example, in questions 

demanding nuanced reasoning—such as assessing 

treatment options or tailoring care to individual patients—

AI models often underperform compared to human 

oncologists.21 Additionally, our analysis revealed that 

ChatGPT's performance in handling dynamic information, 

like new treatment protocols or landmark trials, lags 

behind human expertise.17 
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Moreover, while ChatGPT excels at answering basic 

factual questions, its lower performance in areas like 

treatment planning and patient management highlights the 

ongoing need for human oversight. Recent studies support 

this, suggesting that incorrect AI outputs can lead to 

clinical risks if not carefully scrutinized.21 Furthermore, 

AI's current inability to manage real-time patient data or 

incorporate emotional and ethical aspects of care 

underscores its technological limitations.7,20 

However, discrepancies arise when comparing the 

performance of different LLM versions across studies. 

While our study found Gemini Advanced outperformed 

GPT-4 on the ASCO-SEP questions. Number of studies 

reported superior performance for a proprietary LLM 2 

(likely GPT-4) compared to an earlier version (likely GPT-

3.5) on a combination of ASCO, ESMO, and original 

questions.17,20,22 These differences could be attributed to 

variations in the question sets, the specific versions of the 

LLMs used, and the evaluation methodologies employed. 

The limitations highlighted in these studies emphasize the 

dynamic nature of medical oncology. The field is 

constantly evolving with new research findings and 

treatment guidelines, necessitating continuous updates and 

training of LLMs to maintain their accuracy and relevance. 

This is further supported by the observation in Longwell et 

al that incorrect answers were more common when 

questions required knowledge of recent publications.17 

The study reveals a notable performance difference 

between GPT-4o and Gemini Advanced across various 

oncological tasks. Gemini Advanced consistently 

outperforms GPT-4o, particularly in making diagnoses, 

ordering and interpreting test results, and recommending 

treatment or patient care. This discrepancy likely stems 

from several factors, including differences in model 

architecture and training data, and task-specific strengths, 

complex problem-solving, and efficiency in tool and API 

integrations.3,23,24 

Despite these limitations, the potential applications of 

LLMs in oncology are vast. Beyond examination 

performance, they could assist in drafting patient 

communication, generating clinical reports, and 

supporting decision-making.17-22,25 However, the potential 

risks associated with incorrect or outdated information, as 

evidenced by the high likelihood of harm associated with 

incorrect answers in Longwell et al, underscore the need 

for careful implementation and ongoing evaluation.17 

These findings emphasize the role of AI as an adjunct 

rather than a replacement in medical decision-making. As 

models continue to evolve, there is potential for significant 

improvements, particularly in addressing the challenges of 

patient management and integrating new clinical research 

in real-time. The use of AI in oncology will likely grow, 

but human judgment remains irreplaceable, especially in 

high-stakes decision-making where nuanced, patient-

centered care is critical. 

The Medical Oncology exam from the American Board of 

Internal Medicine (ABIM) does not have a set pass mark 

or percentage. Instead, it uses a standardized score scale 

ranging from 200 to 800, with the pass mark typically 

around 60%, although it can vary depending on the overall 

performance of the candidates.26 Based on these results, 

both GPT-4o and Gemini Advanced achieve scores at or 

near the historical pass mark. 

The Medical Oncology Certification Exam is a 

challenging exam, demanding not only a profound 

understanding of medical oncology but also the ability to 

apply this knowledge to intricate clinical scenarios. 

Candidates typically undergo 10-13 years of rigorous 

training and dedicated preparation to attain the required 

level of expertise. Remarkably, our results demonstrate 

that GPT-4 and Gemini Advanced, even in their beta 

versions, were able to achieve scores within the range of 

the exam’s historical pass mark. The exam's questions 

consist of text vignettes with nuanced scenarios that 

require deductive reasoning.27 Successfully answering 

these questions necessitates a rational approach and a 

significant amount of knowledge, which may explain the 

success of these LLMs with this particular task. 

Our study has some limitations. The analysis was based 

solely on whether the models selected the correct answer, 

without considering factors like question complexity or 

length. Future studies could incorporate more nuanced 

evaluation metrics to gain deeper insights into the models' 

strengths and weaknesses. 

CONCLUSION 

This study suggests that while both LLMs demonstrate a 

significant understanding of oncological knowledge, there 

remains room for improvement, particularly in handling 

complex clinical scenarios and integrating basic science 

knowledge. The discrepancies in performance between 

GPT-4o and Gemini Advanced highlight the influence of 

model architecture, training data, and task-specific 

strengths on the accuracy and capabilities of LLMs in 

medical oncology. 

Despite their limitations, LLMs like GPT-4o and Gemini 

Advanced hold considerable potential for augmenting 

clinical practice and medical education in oncology. 

Future applications may include drafting patient 

communication, generating clinical reports, and 

supporting decision-making. 

However, it is crucial to highlight AI’s strengths without 

overlooking its limitations: we have shown that it is able 

to effectively process medical information and provide 

appropriate answers to questions, however, it is currently 

not a substitute for critical thinking, innovation, and 

creativity, some of the key attributes that doctors are 

expected to showcase.  
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As AI continues to advance, it is essential to conduct 

further research to fully understand the capabilities and 

limitations of LLMs in oncology and to establish clear 

guidelines for their responsible implementation in clinical 

practice and medical education. 
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